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Objectives

 Term project: your data

 What to share? How?

 To-do #7

 Webanno annotation try-out

 Linguistic annotation

 Types of linguistic annotation

 Annotation formats

 Annotation tools

 Hands-on with Webanno
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Licensing, public vs. private
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 Your data:

 Your original data source: what kind of license does it come with?

 Can you re-distribute the data? (Should you?)

 How about samples? "Derivative" data? 

 Your own "value-add" (annotation, etc.). What license will you attach?

 How to best present the outcome and ensure reproducibility if you cannot share your data 
in full? 

 Your code:

 Will you allow other people to use your code? Re-distribute?

 Will you allow other people to turn your code into a commercial product? Patent it? 

 LICENSE.md

 This is about YOUR OWN LICENSE that you choose, FOR YOUR ENTIRE PROJECT

 This is separate from the license that came with your "source data"!!! 



Licensing, public vs. private
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 As a principle, your term project -- including code and data -- should be as 
public and open as possible. 

 Do your research on copyright and licensing.

 Dr. Lauren Collister's guest lecture

 Document, document, document! 

 You should document and justify your sharing and licensing decisions. It is an 
important part of your project. 



To-do #7: Annotation Trial with WebAnno
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 Forgot one step: FINISH your annotation file:

 As the ADMIN, I have access to more menus: 



Agreement: Named Entity
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An anatomy of annotation project
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 Suppose you are tasked to start up an annotation project:

 What should you be figuring out?

1. Annotation scheme

2. Physical representation

3. Annotation process

4. Evaluation and quality control

5. Usage

Adapted from p.9 of Ide & Pustejovsky eds. (2017), Handbook of Linguistic Annotation

• Error annotation of a set of essays written by ESL learners
• Audio files of sociolinguistic interviews
• A set of videos featuring ASL content

I agree greatly this topic mainly 
because I think that English 
becomes an official language in the 
not too distant. Now, many people 
can speak English or study it all 
over the world, and so more 
people will be able to speak 
English. Before the Japanese fall 
behind other people, we should be 
able to speak English, therefore, 
we must study English not only 
junior high school students or over 
but also pupils. Japanese 
education system is changing such 
a program. …



Annotation scheme
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1. Is there an underlying theory? What is it?

2. What features should be targeted and how should they be organized?

3. What is the process of annotation scheme development?

4. Should the potential use of the annotations inform development of the 
annotation scheme? 

5. Will development of the scheme inform the development of linguistic 
theories or knowledge?

• Error annotation of a set of essays written by ESL learners
• Audio files of sociolinguistic interviews
• A set of videos featuring ASL content



Physical representation
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1. How is the annotation represented? What format? Standards?

2. What are the reasons for the particular representation chosen?

 What are the advantages/disadvantages of the chosen representation that 
may have come to light through its use?

 Is the chosen format easily convertible into some other format down the line?

3. What annotation software tools are capable of handling them?

• Error annotation of a set of essays written by ESL learners
• Audio files of sociolinguistic interviews
• A set of videos featuring ASL content



Linguistic annotation format: standardize?
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 Ad-hoc formats mean different linguistic annotations are often incompatible

 Converting back and forth between them wastes resource

 Solution: Standardized format for linguistic annotation

 FoLiA: Format for Linguistic Annotation

 https://proycon.github.io/folia/

 XML-based architecture

 Software support, Python libraries etc.! 

https://proycon.github.io/folia/


Example: semantic role
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 https://folia.readthedocs.io/
en/latest/semrole_annotatio
n.html

https://folia.readthedocs.io/en/latest/semrole_annotation.html


Annotation format
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 To XML or 
not to XML? 

 Gina Peirce's 
Russian 
learner 
corpus:

http://d-scholarship.pitt.edu/29214/


Annotation format
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 Inline or stand-off?

 Inline annotation has annotations occurring alongside the text. Often used for 
describing a single structural element (ex. per-token)
 Example: The Brown corpus, Gina Peirce's corpus

 Pros: simple, self-contained. An XML parser is all you need. 

 Cons: May not be suitable for multi-layer annotations. 

 Folia page on In-line annotation:
https://folia.readthedocs.io/en/latest/inline_annotation_category.html

 Stand-off annotation has an annotation existing in a separate layer, typically as a 
separate file. Annotation points to an offset or a span. 

 Folia page on Span annotation: 
https://folia.readthedocs.io/en/latest/span_annotation_category.html

https://folia.readthedocs.io/en/latest/inline_annotation_category.html
https://folia.readthedocs.io/en/latest/span_annotation_category.html


Stand-off annotation: an example
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<maf xmlns:"http://www.iso.org/maf">
<seg type="token" xml:id="token1">Mia</seg>
<seg type="token" xml:id="token2">visited</seg>
<seg type="token" xml:id="token3">Seoul</seg>
<seg type="token" xml:id="token4">to</seg>
<seg type="token" xml:id="token5">look</seg>
<seg type="token" xml:id="token6">me</seg>
<seg type="token" xml:id="token7">up</seg>
<seg type="token" xml:id="token8">yesterday
</seg>
<pc>.</pc>
</maf>

<isoTimeML xmlns:"http://www.iso.org./isoTimeML">
<TIMEX3 xml:id="t0" type="DATE" value="2009-10-20"
functionInDocument="CREATION_TIME"/> 
<EVENT xml:id="e1" target="#token2" class="OCCURRENCE" tense="PAST"/>
<EVENT xml:id="e2" target="#token5 #token7"class="OCCURRENCE" 
tense="NONE" vForm="INFINITIVE"/>
<TIMEX3 xml:id="t1" type="DATE" value="2009-10-19"/>
<TLINK eventID="#e1" relatedToTime="#t0" relType="BEFORE"/>
<TLINK eventID="#e1" relatedToTime="#t1" relType="ON_OR_BEFORE"/>
<TLINK eventID="#e2" relatedToTime="#t1" relType="IS_INCLUDED"/>
</isoTimeML> 
<tei-isoFSR xmlns:"http://www.iso.org./tei-isoFSR">
<fs xml:id="t0"><f name="Type" value="2009-10-20"/></fs> 
</tei-isoFSR>

 Original text: "Mia visited Seoul to look me up yesterday."

Word tokens: 
inline segmentation

Time Event Annotation: 
stand-off annotationTimeML

annotation 
standard



Annotation process
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1. Will the annotation be done manually, automatically, or via some combination 
of the two?

2. Manual annotation:

 How many annotators? Their background?

 What annotation environment/platform will be used?

 What are the exact steps? Multiple passes involving multiple annotators? Pipeline?  

 How will inter-annotator agreement be computed? 

3. Automatic annotation:

 What software will be used to generate the annotations?

 How well does this software generally perform? Will it be a good fit with your data?



Evaluation and quality control
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1. Systematic scaffolding to minimize human error? 

2. By what method(s) will the quality of the annotations evaluated? 

 Inter-annotator agreement (IAA)

3. What is the threshold for the quality of annotations?



Inter-annotator agreement
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 An important part of quality control

 Necessary to demonstrate the reliability of annotation. 

 Common practices:

 Create "gold" annotation (deemed "correct") to evaluate individual annotators' output 
against

 Designate a portion of data to be annotated by multiple annotators, then measure inter-
annotator agreement

 Pre- and post-adjudication agreement: do disagreements persist after an adjudication 
process?



Inter-annotator agreement: factors
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 Agreement rate depends on two main factors: 

 Quality of annotators: how well-trained the annotators are

 Complexity of task: how difficult or abstract the annotation task at hand is, 
how easy it is to clearly delineate the category

 IMPORTANT because human agreement (esp. post-adjudication) is 
considered a CEILING for performance of machine-learning! 



How much will humans agree?
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 POS tagging 

 Via Universal Dependency POS tagset?

 Using the Penn Treebank tagset?

 Syntactic tree bracketing for Penn Treebank 

 Reported to be about 88% (F-score) 

 Scoring TOEFL essays, 0 to 5

 Reported to be about 80% (Cohen's kappa)

 Is there hope for automated essay grading? 

http://universaldependencies.org/u/pos/
https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html


Cohen's kappa
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 Good or bad level of agreement? 

 Case A: Movie reviews are annotated as "rotten" or "fresh". Two annotators agree 70% of 
the time. 

 Case B: Student essays are rated from 0 to 5. Two annotators agree 70% of the time. 

 Cohen's kappa (K) coefficient is one of the most widely used measures of inter-
annotator agreement. 

 Accounts for "chance" agreement. 

Po: observed agreement
Pe: probability of chance agreement 

Pe is 0.5 in Case A, 0.17 in Case B. 
Case A: 
K = (0.7 - 0.5) / (1 - 0.5) = 0.4

Case B: 
K = (0.7 - 0.17) / (1 - 0.17) = 0.64



Wrapping up
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 Next class

 Machine learning: regression, classification

 Your project

 Progress report #1 due on Thursday! 


