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Objectives

 Corpus data: standard and popular formats

 File formats: conversion

 Review of common data formats 

 Web and social media mining

 Web pages: HTML basics

 Twitter mining revisited
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Batch processing through shell scripting

2/14/2024 3

 Your command line is actually running a programming environment: bash shell. 

 You can program in command line, even for loops! 

Convert all files from 
ASCII encoding to 
UTF-16 encoding

Or: Z shell (zsh, on Macs)



Keeping an eye out for error messages! 
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Checking conversion output
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Converted files. 
All files are there, 

but...

Converted Bible file is now 
8.3MB, which is double the 
size of the original. Good! 

Not so for the two files that 
prompted an error. 

Original files are in fact larger! 



Always VALIDATE your conversion output!
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Digging further. Original 
"Caesar" had 3523 lines, 

but the converted one has 
only 118...

Turns out, file-write operation 
cut off when iconv 

encountered the encoding 
error!!!  

Always check and validate 
output of your data and file 

transformation tasks! 



Format conversion 
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 When dealing with corpora, you may need to convert 100+ files at 
once. 

 On-line services are too cumbersome.

 Try batch-processing through command line. 

 Automatic tools available on command line.

 Finding out text file encoding, line ending: file command (also file -i) 

 Encoding conversion: iconv (Linux, OS X, on Git Bash) 

 Line ending conversion: unix2dos, dos2unix

 Pandoc https://www.pandoc.org/

 Universal document converter

 HTML, XML, PDF, LaTeX, Markdown, Epub, MS Doc, ... 

 After installation, you can use it via command line

https://www.pandoc.org/


A brief tour of NLTK's many "corpus" data
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Many of them are 
language data, not 

corpora per se

Diverse genres and 
data formats 
represented! 



Resource-specific (ad-hoc) formats
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 Brown corpus

 Korean Treebank corpus:

The/at Fulton/np-tl County/nn-tl Grand/jj-tl Jury/nn-tl said/vbd 
Friday/nr an/at investigation/nn of/in Atlanta's/np$ recent/jj 
primary/nn election/nn produced/vbd ``/`` no/at evidence/nn ''/'' 
that/cs any/dti irregularities/nns took/vbd place/nn ./.

;;05:127: 저는 그 일을 할 수 있는 한 빨리 하겠습니다 .

(S (NP-SBJ 저/NPN+는/PAU)

   (VP (NP-OBJ-LV 그/DAN

                  일/NNC+을/PCA)

       (VP (NP-ADV (S (NP-SBJ (S (NP-SBJ *pro*)

                                 (VP 하/VV+ㄹ/EAN))

                              (NP 수/NNX))

                      (ADJP 있/VJ+는/EAN))

                   (NP 한/NNX))

           (ADVP 빨리/ADV)

           (VP (LV 하/VV+겠/EPF+습니다/EFN))))

   ./SFN)

It is up to end users to 
understand the data 

format, then write code 
to parse data files. 

Refer to 
documentation! 

NOT standard 
(cf. XML, JSON). 

Project-dependent.  

Also: Python libraries 
may already exist 



Dependency annotation: format 
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 https://raw.githubusercontent.com/UniversalDependencies/UD_English-
EWT/dev/en_ewt-ud-dev.conllu

Known as the CoNLL-U format
https://universaldependencies.org/format.html

https://raw.githubusercontent.com/UniversalDependencies/UD_English-EWT/dev/en_ewt-ud-dev.conllu
https://raw.githubusercontent.com/UniversalDependencies/UD_English-EWT/dev/en_ewt-ud-dev.conllu
https://universaldependencies.org/format.html


Do not re-invent the wheel. 
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 If you can, avoid parsing them manually!

 There are Python libraries. Import and use them. 

 CSV & TSV: pandas

 HTML & XML: Beautiful Soup (bs4)

 JSON: 

 json library 

 pandas.read_json

 NLP-specific formats (Treebank, Universal Dependency, CoNLL):

 Look at NLTK, see if it has reader 

 If not, chances are there is parser library written by someone somewhere 
(likely on GitHub)

https://www.crummy.com/software/BeautifulSoup/bs4/doc/


Data-mining web & social media
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 Twitter sample corpus

 Static corpus: download from the NLTK data page

 How does one data-mine Twitter? 

 Answer: through API (Application Program Interface)

 Getting acquainted with JSON format

 Tutorials on on the Learning Resource page

 Libraries used: tweepy, json

If you can pay for it… 
(RIP free Twitter API)

http://www.nltk.org/nltk_data/


Web mining
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 Involves "web crawling" "web spyder", ... 

 scrapy is the most popular library.

 https://scrapy.org/

 You will have to install it first. 

 You have collected a set of web pages. Now what?

 A web page typically has tons of non-text, extraneous data such as 
headers, scripts, etc. 
 Example: https://naraehan.github.io/Data-Science-for-Linguists-2023/todo

 You will need to parse each page to extract textual data.  

 Beautiful Soup (bs4) is capable of parsing XML and HTML files. 

 OK, so you've processed the web pages as data. Now what?

 Linguistic analysis?

https://scrapy.org/
https://naraehan.github.io/Data-Science-for-Linguists-2023/todo
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HTML source of our 
To-do page. 

(Check "Line wrap")



Processing a static Twitter corpus
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 "Twitter Samples" corpus can be downloaded from 
http://www.nltk.org/nltk_data/

http://www.nltk.org/nltk_data/


Mining social media for swear words 
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 https://stronglang.wordpress.com/2015/07/28/mapping-the-
united-swears-of-america/

 Jack Grieve mined Twitter and mapped prominent swear words by 
geographic regions within the US

https://stronglang.wordpress.com/2015/07/28/mapping-the-united-swears-of-america/
https://stronglang.wordpress.com/2015/07/28/mapping-the-united-swears-of-america/


Wrapping up
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 Next class

 To-do #9: try out web scraping with BeautifulSoup

 Corpus linguistics, annotation

 Your project

 Progress Report #1 specs published

 Work on it! Focus on DATA. 
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